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Highlights

«Input word segment containing 32 characters is assigned to an input field of 32 x 32 cells for each cycle.
A neural chain initiated by the input cell is created using a given umber of medium neurons.

*The value of each medium neuron is trained and changed according to usage of the medium neuron.
+Medium neuron values are summed to calculate a corresponding output cell (32x) value.

Summary

First language acquisition process is of interest, but has not been simulated in a programming-based neural
network. In this study, we tried to construct a novel neural-chain- and database-based neural network to simulate
a kind of column-based neural architecture in developing infant brain. First, each 32-character-containinginput
word segment (e.g., “Mama,Mama---", “Papa,Papa---") was mapped to an input layer containing 32 x 32 cells. A
neural chain initiated by the input cell is created using a given umber of medium neurons (e.g., 7 corresponding to
the number of human cortex layers). The value of each medium neuron was trained and modified according to the
frequency of use in all the neural chains. Then, an output cell (one of an array of 32 cells) is ended by the neural
chain, and the output value was calculated by adding the values of medium neurons in the corresponding chain.

Graphical Abstract
(A) Input Layer (B) Neural-Chain Generation (D) Output Calculation

“Mama, Mama, Mama. Mama. M
“Papa, Papa. Papa, Papa, Pap
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(C) Neural-Chain . L
Datab;s%QL (E) Train and Change Values of
(e.g., My ) Medium Neurons

as well as individual medium neurons and their values are
registered and updated. (D) The value of the corresponding output
neuron is calculated by adding the values of medium neurons in
the corresponding neural chain. (E) According to the frequency of
use of each medium neuron and (statistical) comparison between
the input and the output, the values of medium neurons are

(A) Input layer structure. The input layer has two axes (i.e., the
letter axis corresponding each single alphabet; the time axis
corresponding to the order of the letter in the word segment). (B)
Generation of neural chains. Each neural chain is initiated by the
input cell, chained using a given number of medium neurons. The
neural chain is ended by the corresponding output neuron (32x
).(C) Each neural chain is stored in a neural chain database (MySQL) trained and modified.

Neural Chains in Database Medium Neuron Values Output Neuron Values  Programming Environment
D (Weights) (at each cycle) e ameor)
= Docker-compose
= VSCode
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INVESTIGATING THE CAUSE OF CODE-SWITCHING AND ITS EFFECTS ON
LOCAL SOCI

2. METHODS

I have conducted a literature review
and gathered data through a
questionnaire. My sample size for
the questionnaire is international
bilingual students with a total of 7
students.

1.INTRODUCTION

Code-switching is known as changing
languages or dialects throughout a single
conversation or a single sentence. This

phenomenon often happens with multi-
lingual people (Wibowo, Yuniasih, &
Nelfianti, 2017)

Why does code-switching occur? How does
code-switching affect our society?

3. RESULT

Why do you think people code-switch? The participant's age was between their 20s-30s.
Tresponses with bilinguals as the majority, 57.1% followed by
28.6% for trilingual and 14.3% for quadrilingual.
Participants often experienced codeswitching in
social events, TV shows, and Social media.
While 57.1% of participants code-switch, almost all
3 429%) participants are willing to ask for meaning if a
foreign language is used.
42.9%of participants think that people code-switch
for Interjection, while 28.6% agreed that Talking
about a particular topic, Quoting somebody else,
Being emphatic about something, and Expressing
group identity are why people code-switch.

Talking about particular topic| 2(28.6%)

Quoting somebody else: 2(28.6%)

Showing off to others for ego b... [0 (0%)

Being emphatic about somethi... 2 (28.6%)
Interjection (Inserting Sentence...

Repetition used for clarification 1(14.3%)
1(14.3%)

1(14.3%)

laziness to think of translation
Intention of clarifying the speec...

Expressing group identity. 2(28.6%)

Fig. 1. Reasons for Using Code Switching based on
questionnaire participants. Where options were based on
(Girsang, 2015) & (Tannen, Hamilton, & Schiffrin, 2015)

5. CONCLUSION

4. D'SCUSS'ON ¢ Why does code-switching occur? How does

code-switching affect our society?

¢ Historical origin:

Hybrid Identities (colonization): Multicultural and Interethnic
Identities cased by colonization made colonized society learn
a new language and use code-switching to prevent the
colonizers from understanding them (Tannen, Hamilton, &
Schiffrin, 2015) & (HALL & NILEP, 2015)

¢ Modern day:
Sode-switching is associated with social events where those
who network are recommended to learn English as a common
language of international business. Furthermore, globalization
has enabled the entertainment industry to attract worldwide
sales through TV shows, songs, and advertisements. Moreover,
people learn and code-switch after reallocating to another
country for work or study (Chloros, 2009).

6. REFERENCE

¢ People are prone to code-switching in modern

society, as a result of globalization. Literature
review shows that acquiring knowledge, work,
or entertainment is influenced by global
culture & trends (Boudreau, McDaniel, Teng,
Sprout, & Costa, 2022). While the questionnaire
reports that code-switching is easy to
encounter through news networks, social
media, social events, etc.

Business use code-switching to attract more
customers and increase sales through
globalization (Shaqiri, 2013). As a result, more
people are influenced to use code-switching
while referring to certain situations or seeking
new jobs, etc. intertwining code-switching into
our daily lives.

Boudreau, D., McDaniel, M., Teng, S., Sprout, E., & Costa, H. (2022). The Global Network. Retrieved from National Geographic : https://education.nationalgeographic.org/resource/global-network

Chloros, P. G. (2009). Code-switching. Retrieved from Google books: https://books.google.co.jp/books?hl=en&lr=&id=_5TwliJ_A54C&oi=fnd&pg=PR10&dq=why+people+code-
switching&ots=QNKcN9Qh_T&sig=PEOC5U7kEO08r5zn3MiwNRLeKLw&redir_esc=y#v=onepage&q=why%20people%20code-switching&f=false

Girsang, M. L. (2015). An Analysis of Code Switching and Code Mixing as Found in Television. Retrieved from Universitas HKBP Nommensen:
https://uhn.ac.id/files/akademik_files/1712071009_2015_The%20%20Explora%20%20Journal%20%20Journal%200f%20English%20%20Language%20Teaching%20(ELT)%20and%20Linguistics_3.%20An%20Analysis%200f
%20Code%20Switching%20and%20Code%20Mixing%20as%20Found%20in%20Tele

HALL, K., & NILEP, C. (2015). The Handbook of Discourse Analysis, Code-Switching, identity, and globalizatior:. Retrieved from colorado edu: https://www.colorado.edu/faculty/hall-kira/sites/default/files/attached-
files/hall-nilep-2015-code-switching_identity_and_globalization.pdf

Shagiri, E. (2013). Globalization: The Tendency of Increasing Sales and. Retrieved from HR MARS:
https://hrmars.com/papers_submitted/86/Globalization_The_Tendency_of_Increasing_Sales_and_Production_through_Outsourcing.pdf

Tannen, D., Hamilton, H. E., & Schiffrin, D. (2015). The Handbook of Discourse Analysis second edition. Retrieved from https://www.sscnet.ucla.edu/anthro/faculty/ochs/articles/Ochs_2015_Discursive_Underpinnings.pdf
Wibowo, A. 1., Yuniasih, 1., & Nelfianti, F. (2017, September ). ANALYSIS OF TYPES CODE SWITCHING AND CODE MIXING. Retrieved from media neliti: https://media.neliti.com/media/publications/227310-analysis-of-types-
code-switching-and-cod-1287515d.pdf




Connotation Detection for Classical Poetic
Japanese Vocabulary Using Word Alignment
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Introducti A 226 FFR (1933)
ntroduction RIZHTH BHiDFE WL ? (young woman) & W5 HIZETT,
Objectives - For a specific word (e.g. ZB{E] , en. Patrinia scabiosifolia), 337{15 Ci?b’ b % *ﬁ D "Ci)‘ll \7:’. féCj’ o)$%‘

* find its conn tion in each of the classical . nes ms in yin - ~FAR L

wh(ichtitc;:pps;:,o each of the classical Japanese poe ﬁEK{E \:_ il%‘) é‘(E[)t'ﬂ: J: . A n )
Proposal * Schramm’s communication model bzlj:s‘% &: % Z ‘Z\T*ﬂ-}{ﬁip&‘:?%i‘ibaj”c@iﬁ L ’C L i 2 7: Z{: Z N

* Word alignment algorithms }\l: 7\7)) f: Z) 7; }\L:uﬁ LVC < h% 7’; J: o

Methods IBM Model 2 joriet e & < Kokinshu and its ten translations B 10th century 20th century

target to source

GitHup Field of experience Field of experience (expert)

expert reader

poet %‘ write

(a) source to target (d) alignment mismatch (a \\b)

novice reader

N 20th century
. Field of experience .’
N (novice) L

(b) target to source (c) intersection (a N b)
o o = — = = = B NN [B’ w W ﬁ w N t
sPar T e B lEUB TN IEER I URBENBES U808 9880 A0S
- HE O TR OUR TN AN AAFI S NANIT R e EEY T HRNAFNASFN>TENA N
source to target HEEEEEEEEEEEEEEEEEEEEEE NN EEEEEn
9. HkAE
arget to source [[TTT] [ TTTTTTITTITIT I [T TTITITTITT]
9. ZHkAE
intersection EEEEEEEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEEEEEE
9. ZHRAE
residual CIT T I I I PP P P PP T I PP T I T I T ITITT]
(non-literal elements)
Extraction process of non-leteral translations for T BRAE
Accuracy of IBM Model 2
- — overall o=
Results source — target target — source intersection
precision 54.98 11.74 69.77
recall 61.27 52.09 56.12 1
AER 42.39 84.02 37.24
ohd
1
Bii 1 EE (SR
No.226 R KigiE (i)
#TR (1933) BG-01-5520-05-0106 ZEKAE N ¥2 ) eSS
o - = . UCAD 1 2 3 ; ;
Bl (you) DFVEK (woman) EWVWIAICETT.  #mie (k) = < 1 12 3
3 i égﬁk . ‘ gl iy
FioTBLEETOHZ, i l(”"‘"m 1 3 5 LIME (8 1) 2
ZNRLER{EX (Interjection) . LERAE (WLRE) 3 wWHiE () O 1 KEME (JVhd) 4 menlilﬂlﬁﬁ (H‘?ﬁv\zﬂuﬁ CDES - BigE)
BEHMAE TR I THEL T L o R Y, , ST e
AL T3k &, LAE (&T) z 1 3;7; Befe 22 32( 3 4
¥ . !l BEAEL (RRHH)
Bii gupe TARE VoL Jlu&tni
1 TR2 1 LRBAE (VISIR) 6
. . top-5 betweenness centrality: &K: 13%%’?%((:%0; Biiii: 0.00; &EH’E ('f’”ﬁ') et (QEH) 1
Discussion
1
1 1 ZDHD
* Although we were able to extract non-literal ele- 4
ments of each poetic word in each specific poem, X%
D
* Many functional elements which did not corre- 5 betweenness centrality: H®: 71.17; &: 36.23; LHFE: 24.45; W& : 20.53; X: 17.10

spond to connotation were also included.



The relationship between phonemic and

1deographic abilities in Chinese characters

YANG XIABIAO
Department of Mathematical and computing science
Tokyo Institute of Technology

3. Result

rams

100 o

Pl 00

0 LS8 otgg 00 o000 00

0 10 20 30 40
phonemes

Picture 1: the phonemes and ideograms of the 50

Chinese characters in the book Shuowen Jiezi

We could find from the picture above

that if one component be seen as a

phonemic part of a character then it

50

rarely represents as a ideographic part.

4. Dicussion
This result is also logically

understandable that if the components

have both strong phonemic and

ideographic abilities, then two different
components, AB, can form a script, A can
be phonemic and B can be ideographic,

or B can be phonemic and A can be
ideographic, which can form two

1. Introduction
In most Chinese characters, they can be
composed of two parts: one is able to
indicate its pronunciation(phoneme) and
the other one is able to indicate its
meaning(ideograph). However, the
ability of phoneme and ideograph can
differ. We wonder about the relationship
between phonemic and ideographic
abilities in Chinese characters.

2. Methods
I investigated the phonemes and
ideograms of the 50 Chinese characters
in the book Shuowen Jiezi (i XfE¥:) .
Also, I make a list of the 10 components
with the highest number of phonemes in
Shuowen Jiezi and the most commonly
used components in modern Chinese to
roughly observe the relationship
between phonemes and ideograms.

Components | No.ideograms | No.phonemes

7K 488 1

bl 476 0

/N 460 2

E 284 1

5 282 3

A 259 0

S 251 2

4 210 15

N 201 4

Fir 168 0

Table1: 10 components with the highest number of

phonemes

Components | No.phonemes | No.ideograms

% 35 0

% 30 3

H 34 2

o1 27 1

) 24 0

I 34 5

= 27 2

Table 2: the most commonly used components in

modern Chinese

different scripts, breaking the constraint
relationship between the components of
the morpheme.

However, it cannot be ignored that the
character “4” seems to be one exception
which is shown in the middle of the
picture(more exploration next time
maybe).

Conclusion

The component with a stronger
phonemic abilities has a weaker
ideographic abilities, and vice versa.
There is no component with both
stronger phonemic and ideographic
abilities.

Reference: &, wx@E=[M]. ZARFEWN, 2012.



Chinese localization tends to keep ‘Role Languages’ ,

while English handles them with more flexibility.

A case study on how localization teams deal with Yakuwarigo

CHEN ZAIFENG

Yakuwarigo
(Japanese: 12EI3E,
"role language") is a
style of language,
often used in works
of fiction, that
conveys certain traits
about its speaker
such as age, gender,
and class.

When cultural
products with
Yakuwarigo are
introduced to other
regions, localization
will encounter
difficulties. This time
| would find some
cases from the
official localization of
Fate/Grand Order, a
free-to-play Japanese
mobile game, to see
how the localization
teams deal with
Yakuwarigo and
analyze their effect.
The game has lots of
characters. Their
dialogue uses lots of
such things and can
be viewed clearly.

+ Character 'Benkei’

- HHENFEH B DT

- HRERSEMR.

+ This humble Servant of Buddha will kill you.
Character 'Nero’

- {r < AY

.« REFL!

I am having fun!

« Character 'Gilgamesh’

« —ARRK ] EBWWT [#FL] &L,
« B—AWEE [3F] &E [FF] .
(Fan-made version) His first person pronoun writes as
Ware () and reads as Ore (#L).

+ Character 'Emiya’

© A? EFEIT—ABDPEDLIDRBATHMEST? ... Hn. £,
50, BEHICCEATLES &S5EL....QFIKL LA H
dEWSh...... [ZL] &S FREEVNEDORBH =\ H D%
NE,

12? AT ABEIHESRES—AR? ... X, XM, TEiRik
i L. HER—BAEIGMRESET A..... BXMRFRE
SFRRAHRRYSIER.

* You think | sometimes talk funny? Hmm, | never gave it
much thought, but | guess | might slip back into my old
self every now and then.

Character O

- BOPYETHD? FHFEFICEGhEBEIEK

- FIRMRERFEROMERIIIG? iRB AREIRGIEEE.

- AIRMREREBFHIMERDID? (2B AGEBREEEHE,

(Fan-made version) Are you okay with my methods?

Nobody will become happy.




How a Book Influences Human Perception: Case of the Perception on ASD

Wishnu Agung Baroto

Department Social and Human Sciences, Tokyo Institute of Technology

Introduction

e ASD is a neurodevelopmental disorder characterized by social
and behavior

interaction, communication

impairments.

skills, interests,

e Many books have been published in Indonesia on ASD treatment to

increase public understanding of ASD.

e The question is how books and available information can effectively

influence people's perceptions or people understanding of ASD.

e Text mining on a book titled: Penanganan dan Pendidikan Autis

(Treatment and Education for Autism) to find what the book is all
about based on the frequency of words. Then, utilizing Orange
Data Mining to analyze the data and visualize the result.

e Questionnaire on two groups (the reader and non-reader of the

book) through Google form to capture perception.

e Analyze the open-ended question in hierarchy clustering using

Orange Data Mining.

% 0 5%
5, Lo
% A\ kondisi

%

Controlled Group Perception

Parents Knowledge [N
Environment Assistance _
Behavior Therapy [N
eacet Approsc

m Very High Priority mHigh Priority

Non-Controlled Group Perception

Parents Knowledge _ _
Environment Assistance [N ]
sonavor Tera

wedical Approacn I
Medium Priority  w Low Priorfty w Very High Priority = High Priority

Medium Priority = Low Priority

Figure 2: Controlled Group Perception on

Figure 3: Non-Controlled Group Perception on

2 S ASD Treatment ASDT
» 4%@”1,-/(9 /Ora ﬂg SD Treatment
) 2
) o@éxé.ggljgguan
% %S befinain
G ner alarn 14 12 ) [T 2 0
)
erket _[—,
a 1
Figure 1: Word Cloud based on Word Frequency of
Penanganan dan Pendidikan Autis Book _l—\—4
a
el S
4
&/ corpus viewer & Bh a
impatoamens 2 N—— : i S S
&* W (| A== -

Distnces  Herarchica Gustering

4 [ b4 2 0

Figure 4: Hierarchy Clustering (Cosine Distance on Orange Data Mining)

The eight most frequent words based on the book are
Pendidikan (Education), Autism (ASD), Penanganan (Treatment),
Terapi (Therapy), Orang (People), Gangguan (Disorder), Perilaku
(Behavior), and Perkembangan (Development).

Based on the word’s frequency, the book's content is an education
for people about therapy treatment for behavior and development
of ASD.

The controlled group perceives parents’ knowledge and therapy as
high priority and medicine as classified as low priority, which is like
what is implied in the book. However, for the non-controlled
group, the results are more diverse.

Hierarchy clustering analysis on the respondent's answer to “what
do you think about ASD” questions can cluster similar meanings or
close similarity among words.

Conclusion

Text mining on a book is beneficial to retrieve emphasized words
based on frequency.

The analyzed book is able to influence people’s perception of ASD
treatment primarily related to medical treatment.

Hierarchy clustering on sentences is helpful to group similar

References

QOusley, O. & Cermak, T. (2013). Autism Spectrum
Disorder: Defining Dimensions and Subgroups. Current
Development Disorder Reports (2014) 1:20-28.

Talib, R. et. al. (2016). Text Mining: Techniques,
Applications, and Issues. International Journal of
Advanced Computer Science and Applications Vol 7 No.
11.
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How to pronounce Japanese by using backmasking

Jinfu Zhang / Tokyo Institute of Technology
zhang.j.av@m.titech.ac.jp

Introduction

€ We were working on how to pronounce Japanese correctly by using backmasking.

@ By changing the the Roman alphabet to the International Phonetic Alphabet, each phoneme of Japanese can be correctly backmasking.
€ We focused on some difficult-to-pronounce combinations appearing during playing backmasking and we were looking for solutions.
@ We paid special attention to the tonal conversion in Japanese, looking for a solution to the combination of high and low tones.

@ STEP 1 split sentences into phonemes

€ Phones are the smallest component of a language. \ TN
4 Ph h I fal DAES TS
Svilable Onset QtSyI:j\bles :rez:k when playing backmasking, syllables ar¢  Syllable ¢—____ 3

(b, d, g k not independent. ari Ougozaimasu
ex{ &k @ Phonemes don’t break when playing backmasking , &

“S[Rime ] phonemes are independent. [1] Onset «——

Nucleus / \ . )
Ex.(a, i, u, Cod aryigatougozayimasu
e, 0) oda

Ex.(n)

@ STEP 2 Tones

@ Tones are very important in Japanese. Same
pronunciation with different tones can represent differe
meanings.

Ex. & (highlow) I &HH(low high) E&

@ In Japanese, the tone of a single character can only be
divided into high and low, there is no need to change the
tones when backmasking.

@ Tone is present on Rime, Onsets don’t have tone.

The “Three Elements”

of Sound

@®loudness
@ pitch(tone)
@ timbre

High
aryigatougozayimasu
Low [ |
lreverse
] ]

usamyiazoguotagyig
w0900 SN B

@ Because after
backmasking there are
some syllables that cannot
be pronounced in the
Japanese syllabary, it is
better to change them to

@ STEP 3 changing the the Roman alphabet to the International Phonetic Alphabet

Special case:

Occlusive

|
wsamyiadzogwotagyira
[ | ]

l

wsamyiadzogwolda|gyira
_mm | 29290092 @ EESSSSSEERe—— 2 Il

International Phonetic Occlusive including
Alphabet. resistance === hold === release
_ »E - - ~ @ resistance: The airflow of a consonant is blocked ¥
(;g;, - (g; (ﬁg) @ hold: The airflow is bursting when it is releasing - -
- S (HE) @ release: Blowing air[2] plosives become non-plosives
O—v% iu .
= e resistance ¢=== hold
hEFT FECH = EpEp Eg Ep Ep EFix
O—vF ka ki ku ke ko ja gi gu ge go kya kyu ki a gyu gyo . .
= e T . ;ak‘l':mf mav o After backmasking, this process becomes an References
PA naninuneno | « MAEE- nja nju njo inhalation, so no pronunciation is required .
TLIEE FLTEE | Lelwls | Grlwls [1]:https://zhuanlan.zhihu.com/p/115
O—v% sa shi su se so zaii?uzezo sha shu sho ja ju jo 109163
PA 54 flsw sa g0 dzafs:ﬂ::w Tza fafuje | dsadmudzo @ So plosives become non-plosives [2]:http://phonetic-
e :::;i ;ufei ;; :;:; ih:fhf;: Ex. & (to) === +*(do) blog.blogspot.com/2009/11/unreleas
IPA ta tfi tswi te to da dedo tfa tw tfo ed.html
Hlchho Cr lcw itk
n—-v% na ni nu ne no nya nyu nyo .
IPA na i N ne no Jia nw no COHC'USIOF‘I
BUOSHANE R~ Ve Uy Ux Te Up Tx
O—XF ha hi fu he ho ba bi bu be bo hya hyu hyo bya byu byo
Jia ragidunero | bedibubebo | sedudo | Hatkibe @ By learning interesting backmasking, we have a better understanding of
R — EBHE » U Ua
R P pi pu pe po PYa pyu pyo Japanese pronunciation structure and methods.
pa pi plu pe po pia pjw pio
| Fress Br o b @ This method works for all languages, but for languages with more tones,
n—v ma mi mu me mo mya myu myo . . . .
PA__ | mamimwmemo mia mios mio such as Chinese, the backmasking process will become more complicated.
i w J: . . . . .
a =z vemw @ This method i8 also suitable for singing, you need to add a process of
IPA ja jw yo
5hahs CLTLY: reversal of reverse the tone.
O—v% rarirure ro rya ryu ryo
IPA ra ri rwi re ro rjafurjo
b £ A
A—3F wa o n
IPA wa 0 N
Prepared by Townsman on Feb. 25, 2010
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Comparing Information density of Japanese and English using

“The Tale Of Genj i” 16 November 2022

1 Introduction

As introduced in lesson 3 of this course, Zipf’s law can
be applied to languages at a high accuracy. Predictions
have been made based on this observation, such as the
inverse relationship between frequency of a word and its
contained information. For example, common words such
as “the”, “of” do not contain much information, mean-
while less common words like “linguistics” contain much
more information.

In this conference poster, a theory of information den-
sity of each word in English and Japanese will be devel-
oped based on Zipf’s law. Then these two densities will be
compared together using a common piece of information,
which is Chapter 1 of “The Tale of Genji”[1][2].

2 Methods

Form the observation based on Zipf’s law above, it can
be theoreticized that the amount of information contained
in each word and in a set of IV words, are respectively:

f

With occurrence frequency f taken from [3], a table
of information contained in each word for English and
Japanese can be constructed as a function of the constants
Cg for English and C; for Japanese.

To calculate C'g and C', the chapter 1 of “The Tale
of Genji” [1]]2] is used, assuming the same amount of in-
formation for both English and Japanese versions of the
chapter, which are both defined as 1.

N
C 1
I:*jltotalzcg 7
i=1 7"

Ng 1 Ny 1
[Ch.l, The Tale of Genji — Cg § f7E = C’J E F =1
i=1 "1 i=1 71

3 Result

1.0

—— Word score curve for Japanese
Word score curve for English

I o o
EN o )
L L L

1/(Occurence per 1 million words)

e
[N]

0.0

15000 20000

Rank

0 5000 10000 25000

Figure 1: § vs. Rank of words

Figure 1 shows the “word score” i for Japanese is
higher than in English for the first 25000 common words.

—— Information density for Japanese

Information density for English
0.004 4

0.003

0.002

0.001 4

0.000

15600 20600

Rank

0 50‘00 10600 25000
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Figure 2: Information score

After adjusted using “The Tale of Genji”, Figure 2
shows the information density of English is higher than
Japanese.

4 Discussion

It could be misleading to just use the inverse of occur-
rence frequency of each word to be its contained informa-
tion. If it were true, then the information in each word of
Japanese would be higher than English for the most com-
mon words. However, our study found out that the reverse
was true: English is higher than Japanese for information
density.

5 Conclution

By using “The Tale of Genji” as a middleground for
comparison, from the graphs, we can see that for the first
25000 common words, English contain more information
than Japanese.
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Word Embeddings

Nie Han 20M 18544
Electrical and Electronic department, Tokyo Institute of Technology

1 . What is word embedding

How to describe
word meaning

Code as vectors!

X0

Make computer
Understand
human language!

walked

swimming

Use linguistics to categoriz@

2 . Methods

® Bag-of-words: one-hot, tf-idf, textrank, etc.

® Topic models: LSA (SVD), pLSA, LDA

® Fixed representations based on word vectors:
word2vec, fastText, glove

® Dynamic representation based on word vectors:
ELMO, GPT, bert

3. Examples

Case I: Capture word meanings by similarity[1]

Linguistic Perspective:
word similarity

1. Genuine similarity & Relatedness:

The former is also called functional similarity
or just similarity such as car and automobile

is true similarity; while car and road are
associated, also known as associative
similarity, topic similarity or domain similarity.
2. Semantics & Syntax Dimensions:

like sing and chant are semantically similar,
while sing and singing are syntactically similar.

Mathematical
Expression

Word similarity of adjustable Nth Dimension

X: A matrix of all word vectors in the corpus

X;.: word vector for the ith word in the dictionary

M, (X) = (XXT)™: n-order similarity measure formula
XTX = QAQT: SVD (singular value decomposition)
W = QA%: Linear Transformation Matrix

The main purpose is to adjust alpha to get different
similarity measures, and then you can display word
similarity of different dimensions

v

Semantic analogy: solving problems like what is the
word that is similar to France in the same sense as
Berlin is similar to Germany?

Syntactic analogy: solving problems like what is the
word that is similar to small in the same sense as
biggest is similar to big?

Task Solving

4 . Morphology 1

Morphology sensitive embedding :
It treats the word as a sum_of
character n-grams representation

Qo.

“Where "= (wh, whe, her, ere, re)

Effective for morphologically rich languages like
German, French, Spanish, Russian, Czech(Cs)

Attract the inflectional morphology &
Repel the derivational morpholog

Qo.,
[Hﬁ GCZYOna] \ English German Italian

(golfo, golfi)
(minato, minata)

(discuss, di d) (schottisch, schottischem)
(laugh, laughing) (d: lige, d ligen)

(dressed. undressed)

(stabil. unstabil) (abitata. inabitato)

Derivational /A
5 . Conclusions

Morphology makes Word Embedding more Effective

[1] Artetxe, Mikel, et al. "Uncovering divergent linguistic information in word embeddings with lessons for intrinsic

and extrinsic evaluation." arXiv preprint arXiv:1809.02094 (2018).
[2] Tanay Gahlot, . "Moving beyond the distributional model for word representation.”



Difference between languages about perception
toward Metaphor

Kaoru Yamamoto
Engineering Design Course, Tokyo Institute of Technology

1. Introduction

How does people deal with metaphor?
Metaphor is the stretch of meaning. It have
a strong cultural component, and
metaphorical use of language is language
creativity as its highest.

So the question is does the metaphorical
impression differs if we translate in different
languages which contains different culture?

2 . Methods

Analysis of previous study. Research of
Kumakura (EE&22007), that compared
difference between the perception toward
metaphorical expression in Japanese and in
English.

The experiment method is by showing
Japanese and English metaphorical
expression(37 expressions) to each language
speaker(each consist of 4) and ask weather
each expression is metaphor or not. The
evaluation was done by questionnaire.

(Figl)

4 . Discussion

From the result in test, we could say that if
there are difference toward metaphor in
different language, the verbal communication
gives people different impression. For example,
translation text. Even if author in certain
country intend to use metaphorical expression,
when the text is translated to other language,
it may not be metaphorical in translated
language reader.

However we should consider that the sample
size was small in the experiment so we cannot
define that the result is significant.

5. Conclusion

From the result, many Japanese expression
gives same metaphorical impression in English
when it is translated.

Further, Japanese have quite common
perception toward metaphor by speakers
compared to English.

However, we could not say with possibility.

3. Result

Although both in Japanese and in English the
perception toward metaphor were quite in
common, there were some difference
between Japanese and English speaker.
(Table 1)

Q. Do you think these sentences are Metaphorical
expression?
Japangse 37 JP expression
speakar Ex. EMmIIHETH DS
Engligh 37 En expression
spgaker Ex. Argument is war,

Fig. 1 : Experiment

Reference:

1LEEE(2007) A 2 77 —DBEKLE : AEELIA 4
77— DEREFRFRBHER 9 11-32.
2.Fromkin et al(2003) : An Introduction to Language
Seventh Edition, Wadsworth

3.5M(2021): 74 —IL REBEEE. E1 5, Blxst

Table 1: Result

Condition Result Supplementary
number

Expressions graded the 22
same in Japanese and

English
Expressions graded 8 Number of
differently in Japanese Expressions that
11and English results were divided
among the raters
JP:2 EN:6



Introduction

Gao Tianlang/Tokyo Institute of Technology

Analyzing ancient language or alien language with attention maps

® In natural language processing field, deep learning models with the idea of Transformer is
widely used. Transformers use the idea of “attention” train models and can show the weight of
attention of each word in a sentence.

® For unknown ancient language or alien languages, the most difficult problem is that we have no
ideas how the words are linked. Thus, the weight of the transformer could show whether two
particular words are connected of not.

® Model: Famous NLP model “BERT” with dataset: WikiText-2

Result
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Fig.l The attention

map of two sentences.
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[SEP]
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[SEP]
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Fig.3 Ancient Latin, (NERO
CLAVDIVS CAESAR AVG
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cesar S MAX TRIB POT XI COS Il
o £ IMP VIIIl) whose meaning is
e = (Nero  Claudius  Caesar
[i'ifil [HS::] Augustus, Imperator,
| | . . . .
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##di #idi . ..
o s 11th vyear of Tribunician
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sentence_c = "Nero clavdis caesar avg imp
pot xi"
sentence_d = "Nero clavdis caesar avg max

Fig.2 Details of the BERT attention map

® BERT performs better when pretrained models are better, so we can use massive ancient
languages as dataset to train the pretrained model. Then the attention map would have better

result.

® The attention map has many other patterns to explore, for the pattern [ showed, it is “the most
related word in the other sentence”.




The meaning expression of the emoji (Smiling Face with Open Mouth and Cold Sweat) in different

cultures.

Introduction

four classical application scenarios.

| have collected some application scenarios of this emoji on twitter and selected

| analyzed the meaning expressed by this emoji in each paragraph.

Last | compared these meaning to figure out weather these meaning are same.

Application scenarios and analysis
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Conclusion

In tweets 1, the twitter said
the horse shoudn't take sand
bath and add the emoji. But
the  context  expression
without impatient,so the
emoji express the twitter
feeling  ovely but helpless
about this behavior.

Emotional Tendency:

Positive

In tweets 3, the twitter said the
Simons sent Shark a Mad
DM.Then the emoji is added.
The emoji expressed the shame

on this behavior.

Emotional Tendency: Negative
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three-pointers in the NBA &

Tweets 4

Japanese culture use the emoji to express both positive and negative emotion.

American culture use the emoji to express only negative emotion.

figure1 Smiling Face with Open Mouth and Cold

In tweets 2, the twitter said
the leaflet ware printed a lot
in school. Follow the
sentence, the emoji was
added.Expressed the
dissatisfaction ~ with  this

behavior.

Emotional Tendency:

Negative

In tweets 4, the twitter said the
Curry's achievements hit a lot
of anti-fans in the face.

Expressed the shame on

anti-fan's comments.

Emotional Tendency: Negative




