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Day 2: Turing and Turing Machine P

Introducing Alan Mathison Turing, a British mathematician and father of modern -
computer science, famous for his Turing machines. The Turing machine is the basic
model of today’s computers and also provides the basic structure of language process-

ing. In connection with this, we will also introduce the Markov Chain. The Turing

machine is an abstract computational model consisting of an infinite recording tape ¢ :
and a head that reads and writes it. Turing thought that what could be theoretically :":%f 2 /“ J’:
proved could be procedurally written down. Alan"l‘l-ulring 1912-1954

1

Turing machine

Turing is not a linguist. However, Turing’s ideas are beneficial

to linguistics. Turing machines and Markov chains are the same in

terms of reading adjacent symbols, which is not often said directly.
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The two formalizations are very similar in that humans read linear

linguistic speech. FIGURE 1: Turing machine prin-
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ciple diagram

Turing machine

In 1943, Alan Turing introduced the concept of the Turing machine, which is the basic concept of today’s
computers, in the United Kingdom. It is like Figure 1. A head that can write and read is placed on the
tape. There is information for each frame on the tape. The head takes the information into a memory and
writes them in each frame. It is a simple thing that a machine can change the internal state and move the
head only one by one on the tape. With this device, if a tape has an infinite length, all the operations a
computer does are possible. This principle is foresighted. However, it was not actually made. Computers
were invented in fact about 10 years later. Wire-type recorders have existed as magnetic recording media
since the 19th century, but two years later, a recorder using magnetic tape was invented in Germany in
1936, but the Allied side knew after the war. Turing machine established the concept of algorithms. It is a
well-established theory that even today’s computers follow the principles of this Turing machine.

Find a structure in your daily life that resembles Figure 1, and in what ways is it similar to a

Turing machine?

Discuss what elements of language “head”, “tape,” and “cell” correspond to if the language is to

be modeled by a Turing machine.

Also, discuss what function or action the “head” “move” is.

Discuss what it means to abstract a language.

Examine the formal definition (mathematical model) of a Turing machine and consider how it is

represented.
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2  Markov Chain

Andrey Markov (1856-1922) is a Russian mathematician who has made
many achievements in probability theory. (See St. Andrew’s University: His-

tory of Mathematicians)

Read the following paragraphs and discuss the relationship between Markov chain

and Turing machine. Andrei Markov 1856-1922

Markov process and Markov model

A stochastic process in which the probability of occurrence of a letter (or word) is determined by the
previous m symbols is called a “Malkov process.” Among them, the case where m = 1, the so-called
immediate previous case, is particularly called a “simple Markov process.” A probability model that assumes
that a certain symbol appears according to this Markov process is called a “Markov Model.” The probability
of occurrence of a symbol at any given time ¢, with m = 1, depends only on the immediately preceding
symbol. If we write z; as a symbol at time ¢, the Markov process is p(z¢|T¢—1, Tr—2, Tt—3, ., Tt—m). A simple
Markov process that depends only on the immediately preceding symbol is p(x¢|z:—1). The Markov model
has all of Chapter 9 of Manning and Schiitze (1999) devoted to it.

Q6: Discuss in what ways Markov models and Turing machines are similar. Also, think about the
similarities with the statue of Kuya (at Rokuharamitsuji Temple; Figure 2) and the picture “An-

nunciation of cortona (Fra Angelico; Figure 3).

FIGURE 2: There is no doubt that the words come out in order as a ball-like unit from the mouth.
However, I do not know how words are selected and spoken in real time. Portrait of
monk Kiiya (ACE930-972), total about 117.6 cm height, wood, coloured, ACE13th
century, Sculptor is Kosho(early 13th century), in Rokuharamitsu-ji temple, Kyoto,
Japan, public domain.

Q7: Discuss what information should be used to calculate the language (words, sentences, paragraphs,

etc.) with the Markov model.

Q8: The n-gram model (Shannon’s information theory) is another model that calculates the probability
of adjacency. Examine the n-gram model and find out what kind of model it is and where it is

used.


http://www-groups.dcs.st-and.ac.uk/~history/Mathematicians/Markov.html
http://www-groups.dcs.st-and.ac.uk/~history/Mathematicians/Markov.html
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FIGURE 3: Fra Angelico: Annunciation of cortona (1433-4)

Q9: It turns out that not all adjacent words are adjacent with equal probability. So, can we rule out

any two words (or two phrases) that are related with high probability?

3 Sentence Generation by Markov Chain
Mark V. Shaney is as follows.

Mark V. Shaney is a fake Usenet user whose postings were generated by using Markov chain tech-
niques. The name is a play on the words “Markov chain.” Many readers were fooled into thinking

that the quirky, sometimes uncannily topical posts were written by a real person.

LisT 1: Sentences in “Tom sawyer abroad” by Mark Twain are transformed into Markov Chain.

—

% cat marktwain—tomsawyerabroad.txt | shaney | sed —z ’s/\n/L/g;s/\./.\n/g’

1. Don’t you know that Richard Cur de Loon, and the horses and shouted, it made him fetch the
letter out and make a desert?” ”Well, go on.

How DID He come a-loping into Washington, and says: ” Camels your granny.
Spiders in a vacant lot, corner of Twelfth street.

They HAD him, you know.

But that was just a comet b’iled down small.

Jim was awful still, and done it, but couldn’t make out how he was now.

We could see Tom look so good.

It was just as far, and shiny, and like a camp-meeting, and I let him know it.
I don’t believe there’s ANY that does.

”Shucks!” T says.

. He looked me over and says: ”Well, it’s enough to turn back.
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. I wants to take the money.

LisT 2: Sentences in “Bochan” by Soseki Natsume are transformed into Markov Chain.

1 % head —2000 bochan.txt | kytea —notags | sed —e *{s/o /o \n/g;us/ //g}’ | shaney | tr —d ’\n’ |
sed —e ’s/o /o \n/g’ | sed —e ’s/u//g’ | head —10 | nl



http://en.wikipedia.org/wiki/Mark_V_Shaney
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1. Hiob 2 AMRRZHEED LT - TINTTF &K,

2. ZINFEE b BB EO—FHE b B#E X O—RH b KFE/NETH 2 H=Fd»r bHE & < R,

3. RV THICH -T2, o TV,

4. BUDHZR- T, HIFVDP Ve o7z,

5. KB EZEZHIXT RS,

6. HENR-THE, BRPUORKERBZEERIVWETDDOZ DL E X T, EIFITMLURENT 5,

7. ANFHELN TV,

8. MBI/ 5T, HI o THLFRANTLEZ DM R VIRLFTH 2RI OHFEREHREL 72,

9. TBDiEZYI- T, VHABAFED O THLEBD - BE2E LT,

10. BRUIZDOFEBBICAN T N FHFFR LTV AEH X DT,
LisT 3: Chinese poems by Li Bai and Du Fu are transformed into Markov Chain.

1 % cat li_5.txt| perl —ane *{$_,="us/(.{3})/$1./g;print 2}’ | shaney | sed —z ’s/\n//g;s/o /o \n/g’

2 % cat do_5.txt| perl —ane *{$_,="1,s/(.{3})/$1./g;print, }’ | shaney | sed —z ’s/\n//g;s/o /o \n/g’

1. MR LE-EERSUKE, IR - 11. £ HANZEEAMIFT, FUREARHEE -

2. EREI A A ELE, BilniEibE - 12. FRELALRIIEE, SHRENKE.

3. ETMERERERMT, REDK- 13. MFEARFEMS E17%, FHHILL.

4. ETMEREFRNT, BEREAN- 14, WEEREZHE, BALERZ

5. WERALE T, RETALR, SAREMSIIE- 15. HHTZEAEHRTH, PURETE -

6. ERANE NN, HESEHT - 16. A5 K2 2 BT, HSAIIE .

7. W E/N\KEEEBEES, — PR 17. NERRZHR, BESMES.

8. BHETBEATHRARD, BRTLAL . 18. REMEEEAINE, BRATHAKE -

9. ERAF LML, BEEMAS - 19. B YAES, ZEEFR.

10. FERE A ILAE B RIBUKE, ATHTFRRE . 20. HEAETRA, LTHILET.

Q10: Discus what kind of output the shaney will produce.
Q11: Look at the output above and discuss the differences between these sentences and normal language.
Q12: Discuss how a model of a language can be described.
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