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RELATIONSHIPS BETWEEN FLOWERS IN A WORD EMBEDDING SPACE OF

B Quantify the relationship between the content of a word and its word embedding vector.

B Examine the possibility of word embedding spaces to explain the semantic relationships

between classical Japanese poetic terms.

find subordinate words via their superordinate concept?
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INTRODUCTION

B Word embedding methods such as Word2Vec (Mikolov et al., 2013; Le and Mikolov,
2014) have been shown effective in extracting semantic knowledge from large corpora.

PROBLEM

B Can word embeddings trained on the Hachidaishu encode enough semantic information to

CLASSIC JAPANESE POETRY

1| &
MATERIALS

B Hachidaishii: classical Japanese poem anthologies compiled under decree by Emperors

(ca., 905—1205), comprising approximately 9,500 poems and 159,183 tokens (Source:
Kokkakaitan/Niitichidaishii database published by NIJIL).
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B Each poem is tokenized into lemma forms by kh (Yamamoto, 2007) which divides poem
texts into tokens using a classical Japanese dictionary.

METHODS

B 50-dimensional skip-gram model with negative sampling, context window covering the
whole poem using Gensim 2.3.0 (Rehfifek & Sojka, 2010).

B In order to examine the notable relationships between ‘ka’ (fragrance), ‘chiru’(fall), we
look at the cosine similarity scores between terms in the word embedding space
generated by Word2Vec.

Access the dataset online using
Google's Embedding Projector

BT < fig ‘ume’ (plum blossom)
ad (G
EIJ%‘? Similarity
{0 B AE
PX ‘sakura’ (cherry blossom)

1 -
(values below denote top 5 cosine similarity scores)
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Figure 1: PCA of word embedding space (4157 words x 50 dimensions) filtered to include only top 100 similar words for each of ume and sakura
(150 total). Similarity is represented by the difference in similarity scores between ume and sakura, scaled to [-1, 1].

Figure 2: PCA of words similar to 7F ‘ka’ (fragrance) and {5 ‘chiru’ (fall).

B Falling flowers denote ‘sakura’ (cherry) and not ‘ume’ (plum); ‘sakura’ (cherry) relates to
chiru (fall), which indicates that people at the time lamented falling sakura (falling cherry
blossom petals) (replicating p. 84 in Katagiri, 1983).

B Subtracting tachibana out from the summer vectors reveals a vector space devoid of
relationships between natsu (summer) and hana (flower). These relational expressions
(summer + flower; summer + flower - tachibana) reproduce our current understanding of
the relationships between flowers and seasons as well as some emotions associated with
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RESULTS

B ‘ka’ (fragrance) is related to ‘ume’ (plum) (replicating Mizutani, 1983).

them in the word embedding space.
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) Figure 3: PCA of words similar to {& ‘hana’ (flower) and & ‘natsu’ (summer).
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B Word embeddings allowed us to extract specific subordinate words based on the
superordinate concept of classical terms - when the distance between two terms such as
‘tachibana’ (orange) and ‘natsu’ (summer) is close enough, the superordinate concept A
indicates the subordinate concept a.

B We could therefore verify that it allows us to extract the concrete name from its
superordinate concept.
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